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Existence and uniqueness of solutions for nonlinear
impulsive differential equations with three-point
boundary conditions
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Abstract. This paper is devoted to a system of nonlinear impulsive differential equations
with three-point boundary conditions. The Green function is constructed and considered
original problem is reduced to the equivalent impulsive integral equations. Sufficient con-
ditions are found for the existence and uniqueness of solutions for the boundary value
problems for the first order nonlinear system of the impulsive ordinary differential equa-
tions with three-point boundary conditions. The Banach fixed point theorem is used to
prove the existence and uniqueness of a solution of the problem and Schaefer’s fixed point
theorem is used to prove the existence of a solution of the problem under consideration.
We illustrate the application of the main results by two examples.
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1 Introduction

The theory of impulsive differential equations is a relatively new and crucial branch
of differential equations. The theory has found applications in many areas where
evolutionary processes undergo rapid changes at certain times of their develop-
ment. There has been a great deal of development in impulsive theory, especially
in the area of impulsive differential equations with fixed point moments (see, for
instance, the monographs [1-4] and the references therein). We must note here that
there are applications of impulsive differential equations to intervention models
and interrupted time series analysis, percussive systems with vibrations to popula-
tion dynamics, and relaxation oscillations of the electromechanical systems ([6—8]
and the references therein). Some authors have produced an extensive portfo-
lio of results on differential equations undergoing impulse effects. The existence
questions for impulsive differential equations have been studied in [10-19] and
references therein. Three-point boundary value problems for ordinary differential
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equations are also studied in recent years. They arise in the modeling and ana-
lyzing of many physical systems, such as some problems in the theory of elastic
stability, the vibrations of a guy-wire of a uniform cross-section and composed on
N parts of different densities [5]. Moreover, boundary value problems have been
studied by a number of authors in [9,20-29] and references therein.

2 Problem statement

This paper deals with the existence and uniqueness of solution for the system of
nonlinear impulsive differential equations of the type

I(t) = f(t’x(t)) for t ;é tl7/l/ = 1’27 "'7p7t 6 [O’ T]7 (1)
subject to impulsive conditions
w(t) — a(t;) = Li(w(ty),i = 1,2,....p,t € (0,77, 2)

0=ty <t <..<tp <7<y, <. <tp<tlpy=T,

P1+1

and three-point boundary conditions
Az(0) + Bx(1) + Cx(T) = d, 3)

where A, B, C are constant square matrices of order n such that det N #£ 0, N =
(A+B+C);f :]0,T] x R — R"nd I; : R — R" are given functions;
Az (t;) = z(t]) — z(t;), where

lim x(ti —h)= I(t@‘)

#(t7) = hlir&x(ti ), @t) = h—0+

are the right- and left-hand limits of x(¢) at ¢ = ¢;, respectively.

In the following, we first introduce necessary background. Next, theorems re-
lated to existence and uniqueness of a solution of problem (1)-(3) are proved under
some sufficient conditions on the nonlinear terms. At last, an example of applica-
tion of the main result of this paper is given.

3 Preliminaries

In this section, we give notations, preliminary facts and basic definitions which are
used throughout this paper. We denote by C'([0,7]; R™), the Banach space of all
vector continuous functions x(¢) from [0, 7] into R™ with the norm

[[]] = max {|=(t)| - ¢ € [0, T]},
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where |-| is the norm in the space R".
We consider the linear space

PC([0,T),R") = {2 : [0,T] — R": 2(t) € C ((t;, ti1], B") ;i = 0,1, ..., p,

z(t; ) and z(t]) existi = 1,...,pand z(t; ) = z(t;) } -
It is clear that PC (][0, T, R™) is a Banach space with the norm

HxHPC = maX{HxH(ti’tH]] ’i - 07 15 ap} .

Now we study the problem (1)-(3). We give first the definition of solution of
the problem(1)-(3).

Definition 3.1. A function x € PC([0,T], R™) is said to be a solution of problem
(1)-(3) if @(t) = f(t,z(t)) foreach t # t;,i = 1,2,...,p,t € [0,T); x(t]) —
z(t;) = Li(x(t;)) foreachi = 1,2,...,p,t € [0,T],0 =ty < t; < .. < tp <

T <ty <o <tp <tpy1 = T, and boundary conditions (3) are satisfied.

Lemma 3.2. Let y € C([0,T], R") and a; € R",i = 1,2,...,p, then the unique
solution x(t) € C([0,T], R™) of the boundary value problem for impulsive differ-
ential equation

(t) = y(t),t € [0,T],t #t;,i =1,2,...,p, “4)
x(t:’)—x(ti)zai,i: 1,2,...,p, )
0<t] <o <ty <T <ty <o <ty<tp=T,

Az(0) + Bx(r) + Cx(T) = d, (6)

is given by

T
x(t):DJr/O G(t,s)y(s)ds + Z G(ti, tr)ag

0<tp<T

fort € (tj,t;1],i =0,1,...,p, D= N"'d where

Gi(t 0<
G(t78): 1(78)7 <7—7
G2(t78)7 T<t< T7
with
N4, 0<s<t,
Gi(t,s)=¢ —N"YB+0), t<s<r,
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and
N7TA, 0<s<rm,
Ga(t,s)=¢ N YA+ B), T<s<t,
—N—lc, t<s<T.

Proof. Assume that x(t) is a solution of boundary value problem (4)-(6). Then
integrating equation (4) for ¢ € (0,%;.1), we obtain

/y(s)ds :/ 2'(s)ds = [z(t1) — z(07)] + [z(t2) — x(t])] + ...
0 0

+ o) — 2(t))] = —2(0) - [2(t]) — 2(t)]
— o)t — a(t)] — . — [x(t;) - x(tj)} +a(t).

Using the above formula and condition (5), we can write

t

+/y s+ Y aj. (7)

0 0<t;<t

In order for (7) to satisfy the condition (6), we get

T

(A+B+Cha(0) =d - B [ yls)ds

0
3)
—BZCLJ C’/ ds—CZa]
0<t; <t 0<t;<T
Thus, we obtain
x(O):NldN]B/ (s)ds—=N"'B > a;
0 0<t;<r
)]

T
N_IC/y( )ds — N~'C Z a;.
0

0<t;<T
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So putting (9) in (7), we get

T

x@%:N”d—N”B/m(ds— N7'B Y q

0 0<t;<r
- . (10)
N]C/y( Yds — N~'C Z aj + /y(s)ds+ Z aj.
0 0<t;<T 0 0<tj<t

Now consider ¢ € (tj,tj11], tj4+1 < 7. Then we can rewrite equality (10) as
follows:

t T

m@yzN*d—N*B/Q@ms—N*B/‘(ds— NT'B > q

0 | 0<t;<t

t T
~-N'B Z aj—N_lC/y(s)ds—N_lC/y(s)ds
0 t

t<t; <t
T
N’V?/ (s)ds—=N~'C Y a;j—=N7'C Y q
. 0<t; <t t<tj<r

t
e Z aj+/y(s)ds+ Z aj.
0

T<t; <T 0<t; <T
Grouping the terms and then simplifying, we get

t

z(t) = N'd+ N_lA/y(s)ds -~ N"YB+0) /y(s)ds

0 t
T
NlC/y(s)derN]A Z a; (1)
T 0<t <t
B+C) Y a-NT'C D a
t<t; <T T<t;<T

Let us define the new function as follows:
N4, 0<s<t,
Gi(t,s)=¢ —N"Y(B+0), t<s<r,
-N"Ic, T<s<T.
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Using this function in (10), we obtain the following result

T
x(t) =D +/G1(t,s)y(7)d7 + Z Gi(tj, tg)a
0 0<tp<T

For the case t € (tj,tj11], t; > 7 we can write equality (10) as follows

T

x(t):NldN]B/ (s)ds—=N"'B > a;

0 0<t;<r

T t T
—N_IC/y(s)ds—N_lC/y(s)ds—N_lC/y(s)ds
0 T t

T

-N"!C Z aj —N~'C Z a; — N~'C Z aj+/y(s)ds

0<tj<7' Tt <t t<t; <T 0

T

t
+/y(s)ds+ Z a; + Z aj:N]d+N1A/y(s)ds

0<t;j<t T<t;<t 0

t

"4+ B) /y )ds — N 10/ s)ds+N7'A > a

0<t; <t
MA+B) Y a;-NT'C D a;
T<t;<t t<t;<T

Here we introduce the new function

N4, 0<s<,
Gy(t,s)=q¢ N Y (A+B), 71<s<t,
—-N~1c, t<s<T.

Thus, for each ¢ € (¢;,t;41], we have

0<tp<T

T
x(t) :N_1d+/G2(t,T)y(T)dT+ Z Ga(tj, ty)a
0
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Consequently, we deduce that the solution of boundary value problem (4)-(6) is
in the form

T
x(t):D—i-/O G(t,s)y(s)ds + Z G(tj,tr)ak. (12)

0<trp<T

The proof is completed. m

Remark 3.3. Note that for solution (7) we have

(i) D = N~d is the solution of #(t) = 0 with nonlocal boundary condition
Az(0) + Bz(7) + Cz(T) = d;

T
(ii) The function [ G(t,7)y(7)dr is the solution of &(t) = y(t) with nonlocal
0

boundary condition Az(0) + Bx(7) + Cz(T) = 0. Here G(t, 7) is Green’s
function of problem (4)-(6);
(iii) The functions )  G(t;,tx)aj,i = 1,2,...,p are the solutions of &(¢) = 0
0<trp<T
with nonlocal boundary condition Az(0) 4+ Bx(7)) + Cx(T) = 0 and jumps

(5).

Lemma 3.4. Assume that f € C([0,T] x R",R") and I(z) € C(R"), k =
1,2, ...,p. Then the function x(t) is a solution of impulsive boundary value prob-
lem (1)-(3) if and only if x:(t) is a solution of the impulsive integral equation

T p
z(t)=D +/0 G(t,s)f(s,x(s))ds + kz::l G(ti, tg) Ik (x(tr)) 13

for t € (ti,t@qr]},i =0,1,...,p.

Proof. Let x(t) be a solution of boundary-value problem (1)-(3). Analogously,
as in Lemma 3.2 we can prove that the impulsive integral equation (13) is also
a solution of boundary value problem (1)-(3). Clearly, the solution of impulsive
integral equation (13) satisfies the boundary value problem (1)-(3). Lemma 3.4 is
proved. i

4 Main results

Now we present the existence uniqueness result for problem (1)-(3). Our consid-
erations are based on the Banach fixed point theorem.
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Theorem 4.1. Assume that:
(H1) There exists a constant M > 0 such that

[ft,z) — f(t,y)| < M|z —y|
foranyt € [0,T] and all x,y € R™.
(H2) There exist constants l; > 0,1 = 1,2, ..., p such that
(Li(z) = Li(y)| < li |z —
forall x,y € R"
If
P
L=SMT+> L) <1, (14)
k=1
then the boundary value problem (1)-(3) has a unique solution on [0,T]. Here

S= max |G(t,9)|.
(0,7]%[0,T]

Proof. We transform the problem (1)-(3) into a fixed point problem. Let the oper-
ator
F: PC(]0,T],R") — PC(]0,T], R"),

be defined as
T
/G ds—i—ZGtz,tk I (2(ty)) (15)
0 k=1

for t € (ti,ti+1],i = 0,1, ..., p. We will show that F' is a contraction. Consider
x,y € PC([0,T], R™). Then for each ¢t € (t;,t;+1],

F(a)(t) - / (£, )| 1 (5,2(5)) — f ((5,5(s))] ds
0
+ 3 Gt ta] [y (2(t)) = T (y(t))]
k=1

p
< SMT |z =yl + 8D I law(te) — y(te)]
k=1
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< ls (MT—i—ilk)} 12 = yllpc -

k=1
Then
[1F(z)(t) = F(y)®)lpc < Lllz = yllpe

showing that F' is a contraction, and thus it has a unique fixed point. So, the
operator [’ is a solution of problem (1)-(3).

Finally, the existence and uniqueness result for the solutions of the problem
(1)-(3) make use of the Banach fixed point principle. Theorem 4.1 is proved. O

Now we present the existence result for the problem (1)-(3) that is based on the
Schaefer’s fixed point theorem.

Theorem 4.2. Assume that:

(H3) The function f : [0,T] x R™ — R" is continuous.

(H4) There exists a constant My > 0 such that | f(t,x)| < M foranyt € [0,T]
and all x € R".

(H5) The functions I(z),x € R". k = 1,2,....p are continuous and there
exists a constant M, > 0 such that

max |Ix(z)| < M,
ke{l,....p}

forall x € R™.
Then boundary value problem (1)-(3) has at least one solution on [0, T.

Proof. We will show that under the assumptions of the theorem, the operator F’
has a fixed point. The proof will be given in several steps.
Step 1. Here we prove that I is continuous.

Let {z,,} be a sequence such that x,, — x in PC(]0, T, R™). Then for any

te (ti,ti_,_]},i =0,1,...,p,
|F'(zn)(8) = F(2)(2)]

T
< / Gt 8)| [£(52n(s)) — f (5,2(s))| ds
0

+ DGt [T (wn(tr)) — T (x(tr))]

NE

IN =
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+S > T (zn(tr)) — T (x(t))] -

k=1

Since f and I,k = 1,2, ..., p are continuous functions, we have
1E(2n)(t) = F(2) ()] pc = O

as n —o. So, F'is continuous.
Step 2. In this step, we prove that the operator F' maps bounded sets in
PC([0,T],R™).

It is enough to show for any 7 > 0, there exists a positive constant [ such that for
any {x € B, = PC([0,T],R") : ||z|| < n}, we have ||F(x(-))|| < I. Applying
triangle inequality, assumptions (H4) and (H5), for ¢ € (¢;,t;11] we get

T p
[F(z)(t) < |D| + / Gt )] If (5, 2()) ds + 3 Gty 7)| [Tx(te)]
0

k=1
for any ¢ € [0, 7. Hence,
F(2)(0)| < |D| + STM, + SpMs.

So,
|1F (@) ()l pe < |D| + S[TM, + pMa] = 1.

Step 3. The purpose of this step is to prove that the operator ' maps bounded sets
into equicontinuous sets of PC([0,T], R™).

Let&1,& € 10,7, & < (2, By beabounded set of PC([0,77], R") as in Step
2, and assume that x € B;,.

Case1: £,5 € [tj,tj_,_]}, tj <T. Then,

|F'(2)(&) — F(z)(&1)]

& &
= |IN'4 : f(s,ac(s))d$+N](B+C)/f(s,x(s))ds
: &

IN

&
/ If (s,2(s))| ds.
&
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Case2: Let& € [t,,,7],& € [T, tp,+1] . Then,

T &
F@)(&) — F@)(&)] = / £ (s,2(s)) ds + / £ (s,2(s)) ds
& T

&
< [1satsplds
&

Case 3: 1,8 € [ty,tjpa],t; > 7.
We prove Case 3 in the similar way as the Case 1. So,

&
F(2)(&) - Fo)(E)] < / F(s,2(5))ds.
&

The right-hand side of the above inequalities for all three cases tends to zero as
& — &. Asaconsequence of Steps 1, 2 and 3 together with the Arzela-Ascoli the-
orem, we can conclude that the operator F' : PC([0,7], R") — PC([0,T], R")
is completely continuous.
Step 4. Now it remains to show that the set

A={x e PC([0,T],R"):z=AF(z) forsome 0 <\ <1}

is bounded. Assume that z = A(Fz) for some 0 < A < 1. Thus, for any
t e (ti,ti+1],i =0,1,...,p we have

k=1

T
P
2() =\ | D +/G(t,s)f (s, 0(s)) ds + 3 Glts, ) Ik (x(t4))
0
This fact in combination with (H4) and (H5) shows that for any ¢ € [0, 7] we have

[F(2) ()] < |D| + [MiT + pMs]S.

So,
|zllpc < [D]+ [MiT + pM>)S = R.

This shows that the set A is bounded and F' has a fixed point by Schaefer’s fixed
point theorem, that is a solution of (1)-(3). Theorem 4.2 is proved. m]
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S Examples

Example 5.1. Let us consider the following there-point boundary value problem
for a system of impulsive differential equations with three-point boundary condi-
tions:

iy =02cosza(t), te(0,2), t#1, 16)
iy =02sinz(t), te€(0,2), t#1
with
1‘](0) — %IQ(O) + xz(l) — EIQ(Z) =1, an
f%xl(O) +21(1) = 521(2) + 22(2) =
and 1 1 1 1 1 1
Aﬂﬁl(i) Exz(i)a sz(i) Exl(i)' (18)

1
d= AtBro=( 1Y)
I 0 1

Here S < 1,5, M =0.2, [ = 0.1. Thus, the conditions (H1) and (H2) hold with
M = 0.2, I; = 0.1. We can easily see that condition (14) is satisfied:

P
LzS(MT—i—Zli) =1.50.2:2+0.1) =075 < 1. (19)

i=1

By Theorem 4.1, the boundary value problem (16)-(18) has a unique solution on
[0, 2].
Example 5.2. Consider the following boundary value problem

L 1
xry = T+si 2, le (Oa 2)7 (20)
. 1 (O

T2 = THcos?ar t€(0,2),

subject to impulsive conditions

_ 1

Az (1.5) = —5—
2(1.5) 1a3(1.5)
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and three-point boundary conditions

21(0) + 22(1) — 21 (2) = —1,

(22)
1‘2(0) + 1‘](1) — 21‘2(2) =1.

Obviously,

A:1073201 o= -1 0 d— —1 ’
01 1 0 0o -2 1
N:A+B+C:(3 1),

1 1
. fi = I T+a2
and the functions , ( ) = ( Ihsin® 2 ) , ( ; ) = +1‘T2 are con-
f 1+cos? z; 2 143

tinuous and bounded. Hence, conditions (H3)-(H5) hold. By Theorem 4.2, the
boundary-value problem (20)-(22) has at least one solution on [0, 2] .

6 Conclusion

In this research, the existence and uniqueness of solutions for nonlinear impulsive
differential equations with three-point boundary conditions have been studied by
using some well-known fixed point theorems. The technique used in this research
can be applied to the similar problems for impulsive differential equations subject
to multi-point nonlocal conditions

J
Ex(0)+ Y Bjz(\;) =d
j=1

and impulsive conditions

o) —x(n)=a;,i=1,2,.,p,t €[0,T,0=190 <7 < .. <7, < T,

where E is a unit matrix, B; € R™*™ are given matrices and

J
SIBjl <1, 0<A <. <A< T
j=1
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